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l. Introduction

NUUO Crystal™ VM is a VM-ready, linux-based, pure software version of our
award-winning® Video Management System. Open VMware Format (OVF) image is chosen
for fast deployment.

NUUO is an open-platform company and has integrated more than 2700 camera models. You
can enjoy 4 camera licenses with a 30 days trial period right after the software is deployed.

. Audience:

The reader is expected to have basic knowledge of VMware’s vSphere and vCenter
applications.

ll. . Glossary

vCenter: This is an application from VMware, which provides a centralized platform for
managing VMware vSphere environments.

V. Recommendations

System Integrators (SI)
VVMware certification program is highly recommended in order to enjoy all the benefits
brought by VMware. This document only focuses on introduction of VMware’s important
features which includes
1. VMware failover mechanism, including High-availability (HA), Fault-tolerance (FT), and
vMotion
2. Alarm mechanism
Virtual Network mechanism

It is recommended to use server and storage, which can be found at VMware compatibility
Guide at http://www.vmware.com/resources/compatibility/search.php and
http://www.vmware.com/resources/compatibility/search.php?deviceCategory=san,
respectively.

System Adminstrator (SA)

Before deployment, system administrator should decide if VMware’s failover mechanism,
including HA, FT, and vMotion should be applied. VMware vCenter is required to run the
failover mechanism.

YNUUO Crystal™ is the winner of Security Industry Association (SIA) award in the best Video Surveillance
Management System category. This award is presented in Los Vegas, at ISC West 2014.
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Once the system architecture is decided, system administrator should also decide on server’s
capability and storage size based on project requirement. NUUO calculator
(http://www.nuuo.com/calculator) is the best tool to assist such atask.

NUUO Crystal™ VM recording server uses

® 64 channels of record at 250Mbps

® 128 channels of liveview

® 16 channels of playback as a deployment unit.
A recommended virtual machine configuration is:

Resource Name Suggested Resource
CPU 2 Sockets (4,500MHz)
RAM 8GB

Table 1: Suggested Virtual Machine Resources

V. Basic Installation

NUUO Crystal™ VM Deployment:

NUUO Crystal™ VM is a server image (in OVA format) which includes Management server,

Recording server, and Metadata server. This section focuses on how to deploy an OVF image

into a virtual machine through VVSphere WebClient.

Deploy OVF template through vCenter

1. Download NUUO Crystal™ VM from NUUO’s website or VMware’s virtual appliance
market at

2. Open browser and connect to the vCenter host which you would like to deploy NUUO
Crystal™ VM.

3. After connecting to the host, please select vSphere Web Client as show in figure 1.
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VMware vSphere

Welcome

Getting Started

If you need to access vSphere remotely, For Administrators

use the following program to install
vSphere Client software. After running the _
installer, start the client and log in to this vSphere Web Client

vSphere Web Client

host. allows you to manage
virtual machines and
Download vSphere Client view your virtual
If you need more help, please refer to our infrastructure through a
documentation library: web browser.
3 Log in to vSphere Web
vSphere Documentation Client

Web-Based Datastore
Browser

Use your web browser
to find and download
files (for example, virtual
machine and virtual disk
files).

Browse datastores in
the vSphere inventory

Figure 1: Welcome page of vSpherehost

4. Log in into the server using administrator’s username and password. Figure 2 shows the
welcome page after a successful login. Follow " vCenter ; — " Hosts and Clusters ; —

"localhost ; to browse to the host server where you would like to have your virtual

machine deployed.

vmware® vSphere Web Client # @ U | root@localos ~ | Help ~
|« History ) O X | (} Home x|
A Home | Getting Started | Home | ~ [] RecentTasks ol
» | [ar| Ruming  Fates
I 7 Rules and Profiles > > -
) vCenter Orchestrator > o d;‘ \uq = S 4 D @3 |
&% Administration > vCenter Hosts and VMs and Storage Networking vCenter vCloud Hybrid |
Clusters Templates Orchestrator Senvice
[£] Tasks Installer
[T Events Monitoring
& Log Browser
; f il 5 [
oo & e E B & @
My Tasks v More Tasks |
@ New Search > Task Console Event Console Host Profiles VM Storage Customization vCenter i 4
Policies Specification Operations e —
E Saved Searches > Manager Manager | v | # WorkIn Progress ol
Administration
@ \'3 % vCenter Solutions Manager
Roles Licensing vCenter
Solutions S ——
Manager (o= E o ol
e I eiaZe|
| A | New© Ackno..
B watch How-to Videos
-

Figure 2: Welcome page of vCenter



5. After selecting the host server, choose " Deploy OVF Template | ... from the " Actions |

button,. This opens the Deploy OVF Template wizard. You may be prompted to install a
" Client Integration Plug-in ; in order to run the wizard correctly.

vmware* vSphere Web Client #& &
|4 vCenter » ) X | [.10.0.6.64 | Actions ¥
B |8 B @ Getting Started] T8 oToT - 10.0.664 || Retated Objects
| v (3 localhost B. Enter Maintenance Mode
vf_‘:lDatacenter | Settings | Netw 18 | Tags | Permissions ‘
« B TestHA P
| [ 10.0.6.62 “ B
R 10.06.64 > ey [ Reboot ‘a N
W (e EE. R
Storage Da Shut Down : : = .
Q! Disconnect ! Type Status |dentifier
HOSLCACN® o New Virtual Machine.. L6 port SATA AHCI Controller
T3 Deotor OVF Temoree. |1 BlockSCSI  Unknown
ew Datastore... Block SCSI  Unknown
| Settings Block SCSI  Unknown
Block SCSI  Unknown
Move To.. E
(& AssignTag... P =
»;t Remove Tag Is
Alarms »
Devices | Paths
AllvCenter Actions »

Figure 3: Location to Deploy OVF Template

Click " Browse ; button and navigate to NUUO Crystal™ OVF image file you saved
from Step 1. Click " Next ; to the next step.

Depioy OVF Tempilate 2000
1 Source Select source
Select the source location
13 Select source
10 Review details Enter 3 URL 10 download and install the OVF package trom the Intemet. of drowse 10 3 10cation accessidle from your computer.
such as 3 local hard drive, 3 network share, or a CO/DVD arntve
2 Destination
UR
23 Select name and folder s
v
20 Selecta resource
cal ile
2¢ Select slorage
Browse
} Ready to complete
Next Cancel

Figure 4: Select OVF Template Source

You would find two pieces of information in " Size of disk ; . The first size indicates the

executables (our application) and the second one is the storage space reserved for our

application initially. Please confirm the correctness of the information and then click
FNext | .



Deploy OVF Template 2) »

1 Source Review details

Verify the OVF template details
v 1a Select source

B4 1b Review details Product Crystal2.1.0.32

2 Destination =
Version
2a Select name and folder
Vendor
AL RS Publisher @ No certificate present

2c Setup networks Download size  306.9MB

3 Ready to complete 7 B 327.0 MB (thin provisioned)
Size on disk # B
2.0 GB (thick provisioned)

Description

Figure 5: Review OVF Template Source

8. Provide a name for your virtual machine and then click " Next |

Deploy OVF Template (2w

1 Source Select name and folder

Specify a name and location for the deployed template
v 1a Selectsource

v 1b Review details Name: [Crystal_m

2 Destination
Select a folder or datacenter
v
| @ Search |
2b Select storage
2c Setup networks ! "Q localhost

3 Readyto complete
The folder you select is where the entity will be located, and
will be used to apply permissions to it.

The name of the entity must be unique within each vCenter
Server VM folder.

Figure 7: Name the deployed virtual machine

9. Choose the storage where the image file is kept. Virtual disk format with ™ Thick Provision
Eager Zeroed ; is recommended for better performace.

Deploy OVF Template 2 »

1 Source Select storage

Select location to store the files for the deployed template
v 1a Selectsource

v 1b Review details Selectuirtual disk format]  Thick Provision Eager Zeroed B3 |

2 Destination VM Storage Policy: None AN i ]

+  2a Selectname and folder
The following datastores are accessible from the destination resource that you selected. Selectthe destination datastore for the
M 2b Select storage virtual machine configuration files and all of the virtual disks.

2c Setup networks

Name Capacity Provisioned Free Type Storage DRS
3 Ready to complete [ datastore_124 1.81TB 983.00 MB 181TB VMFS
B3 Netgear_Image_Datastore 49975 GB 15.36 GB 491.98 GB VMFS
[ Netgear2_DataStore 4975 GB 973.00 MB 48.80GB VMFS

Figure 8: Select the storage and virtual disk format for OVFsource

10. Choose VM network for Setup networks and click next.



Deploy OVF Tempiate 2 »J
1 Source Setup networks
Configure the networks the ceployed template should use
v 13 Select source
v 10 Review detalls cafiguratic
2 Destination VM Network - v
v 2a Seledtname and folder VM Network 2 VM Network 2 v [
v 2b Select aresource
v 2¢ Select storage
R - 2d:Selup netw IP protocol Pvd Static - Manual ©
v 3 Ready to complete
Source: VM Network - Description
The VM Network network
Destination: VM Network - Protocol settings
No ¢ guration néeded for this network
Back Next Finish Cancel

Figure 9: Configure VM network

11. With Ready to complete, review the setting and confirm all information is correct. Check

" Power on after deployment |

if you want to start NUUO Crystal™ VM immediately.

Deploy OVF Template 20
1 Source Ready to complete
Review your seftings selections before finishing the wizard
v 13 Selectsource
v 1b Review details OVF file DACrystal VINCrystal2.1.0_temp.ovt
2 Destination Download size 2355M8
v 2a Selectname and folder Size on disk 2481 M8
Name Crystal VM v2.1
v 2b Selectaresource
Datastore Volume3
v 2c Selectstorage Target 10.0.10.50
v 2d Setup networks Folder Datacenter
vER Disk storage Thin Provision
Network mapping VI Network 1o VA Network
VM Network 2 to VM Network 2
IP allocation Static - Manual, IPvd
[[] Power on after deployment
Back Finish Cancel

Figure 10: Review all the selections

12. Please repeat the same process for any additional virtual machine deployment.

Deploy OVF template through vSphere Client
Although vCenter is a preferred way of configuring NUUO Crystal™ VM solution, it is also
possible to deploy to vSphere server without vCenter installed. vSphere Client is



recommended for such a deployment.

1. Open web browser and connect to host where vSphere is installed. On the welcome page,

please download vSphere Client.

VMware ESXi

Welcome

Getting Started

If vou need to access this host remotely, use the following
program to install vSphere Client software. After running the
installer, start the client and log in to this host.

Please note that the traditional vSphere Client does not support
features added to vSphere in the 5.1 and 5.5 releases. The
traditional vSphere Client 1s intended for use if you need to
connect directly to an ESXi host, are performing certain vSphere
Update Manager operations, or are running vCenter Plug-ins that
suppaort only the vSphere Client such as vCenter Site Recovery
Manager or vCenter Multi-Hypervisor Manager.

You can take advantage of the fullest range of functionality
introduced or updated in this release by using the vSphere Web
Client.

s |Download vSphere Client |

To streamline vour IT operations with vSphere, use the following
program to install vCenter. vCenter will help vou consclidate and
optimize workload distribution across ESX hosts, reduce new

For Administrators

vSphere Remote Command Line

The Remote Command Line allows you

to use command line tools to manage

vSphere from a client machine. These

tools can be used in shell scripts to

automate day-to-day operations.

« Download the Virtual Appliance

« Download the Windows Installer
(exe)

« Download the Linux Installer (tar.gz)

Web-Based Datastore Browser

Use your web browser to find and
download files (for example, virtual
machine and virtual disk files).

s Browse datastores in this host's
inventory

Figure 11: Welcome page forvSphere server

2. Type the ip address of the vSphere host. Login with a valid username and password.

F
@ VMware vSphere Client

vmware

VMware vSphere™

Client

vSphere 5.5.

- s e e s o

(e.qg. Site Recovery Manager).

In wSphere 5.5, all new vSphere features are available only
through the vSphere Web Client. The traditional vSphere Client
will continue to operate, supporting the same feature set as
vSphere 5.0, but not exposing any of the new features in U

The wSphere Client is still used for the wSphere Update
Manager (VUM) and Host Client, along with a few solutions

vCenter Server.,

1 To directly manage a single host, enter the IP address or host name.
To manage multiple hosts, enter the IP address or name of a

IP address [ Mame: I

=

I User name: I

Password: I

™ Use Windows session credentials

Help

Figure 12: Login page of vSphere Client
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3. Choose " File | — " Deploy OVF Template ; to start " Deploy OVF Wizard | .

File | Edit View Inventory Administration Plug-ins Help

New 2 tory b @ Inventory

Deploy OVF Template...

Export >

Report |4l localhost.nuuo.com VMware ESXi, 5.5.0, 1331820 | Evaluation (19 days remaining)

Browse VA Marketplace... i Summary ' Virtual Machines ' ResourceAllocation ' Performance ' Configuration ' Local Users & Groups ' Events ' Permissions

Print Maps » close tab

- What is a Host?
Exit

A host is a computer that uses virtualization software, such Virtual Machines
as ESX or ESXi, to run virtual machines. Hosts provide the
CPU and memory resources that virtual machines use and
give virtual machines access to storage and network
connectivity.

You can add a virtual machine to a host by creating a new
one or by deploying a virtual appliance.

Host

The easiest way to add a virtual machine is to deploy a
virtual appliance. A virtual appliance is a pre-built virtual
machine with an operating system and software already
installed. A new virtual machine will need an operating
system installed on it, such as Windows or Linux.

vSphere Client

Basic Tasks

5 Deploy from VA Marketplace

Figure 13: Welcome page of vSphere Client

4. Choose the source file location and then click " Next ; to review OVF Template Details.

N
(5) Deploy OVF Template =

Source
Select the source location.

Source

OVF Template Details

Name and Location

Storage

Disk Format

Wl Ready to Complete Deploy from a file or URL

' ! =l sonse.. |

| Enter a URL to download and install the OVF package from the Internet, or
specify a location accessible from your computer, such as a local hard drive, a
network share, or a CD/DVD drive.

Figure 14: Deploy OVF page at vSphere Client

5. Specify the name of the deployment.



(5) Deploy OVF Template [ESREEN 5

Name and Location
Specify a name and location for the deployed template

I Source Name:
OVF Template Deta'«ls Erystaiz. 1.0,32
Name and Location
Storage The name can contain up to 80 characters and it must be unique within the inventory folder,
Disk Format

Network Mapping
Ready to Complete

Figure 15: Name the deployed virtual machine

6. Specify the storage for the OVF deployment. Notice that this storage is intended for
storing the OVF image files and temporary files generated by the image but not for the
recorded video data. If you hope to activate vSphere’s HA, FT, or vMotion capability, an
external storage is required to populate the OVF image.

'@ Deploy OVF Template el B S

Storage
Where do you want to store the virtual machine files?

I Source Select a destination storage for the virtual machine files:
QVF Template Details - - — — - - -
Nane and Locabion Name | Drive Type | Capacity | Provisioned | Free | Type | Thin Prot
Storage a datastore_124 Non-5D 1.81TB 983.00 MB 1.81TB VMFS5 Supporte
Disk Format @ Netgear_Imag.. Non-SSD 499.75GB 9.77 GB 489.98 GB VMFS5 Supporte
Network Mapping & Netgear2_Dat. Non-S 49.75 GB 973.00 MB 48.80 GB VMFSS5 Supporte

Ready to Complete

<] i | »

Figure 16: Select the storage to carry the deployed virtual machine

7. Select disk format for this deployment. " Thick Provision Eager Zeroed ; is recommend
for better performance.



g Bl
(2) Deploy OVF Template E=HECE X

Disk Format
In which format do you want to store the virtual disks?

I Source Datastore:
OVF Template Details
Name and Location
Storage

Disk Format
Network Mapping
Ready to Complete

INehgear_Image_Datashore

Available space (GB): 490.0

(" Thick Provision Lazy Zeroed
& Thick Provision Eager Zeroed

" Thin Provision

Figure 17: Specify the format of the deployed disk

8. NUUO’s OVF Template includes two vSwitch networks, VM Network ; and " VM
Network 2 ; . It is recommended to have two physical network interface cards (NIC) to
map to the two vSwitch networks. Select network mapping according to your preference.

(&) Deploy OVF Template =B

Network Mapping
What networks should the deployed template use?

Source

OVF Template Details Map the networks used in this OVF template to networks in your inventory

Name and Location

Storage Source Networks | DestinationNetworks |
Disk Format VM Network ]NICl 'I
Network Mapping

VM Network 2
Ready to Complete NIC2

Description:

The VM Network network -

Figure 18: Map network between virtual machine and the virtual switches at the host

9. Have a final review of the deployment. Click " Next ; to kick off the deployment.
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@ Deploy OVF Template o=

Ready to Complete
Are these the options you want to use?
|
Source
OVF Template Details When you dick Finish, the deployment task will be started.
Name and Location Deployment settings:
Storage OVFfile: \110.0.0.10\public\RD\beta\Titan\NUUO\ntvm\v02.01.00)..
%‘m s Download size: 306.9 MB
e Size ondisk: 2068
Renty o Complcte Name: HATester3
Host/Cluster: localhost.nuuo.com
Datastore: Netgear_Image_Datastore
| Disk provisioning: Thick Provision Eager Zeroed
[l Network Mapping: "VM Network" to "NIC1"
[ Network Mapping: "WM Network 2" to "NIC2"
||

Figure 19: Asummay of the deployment

11




NUUO Crystal™ VM Configuration:

Virtual Machine (Server):
After the virtual machine is deployed, go to " Action | — T Edit Settings ; to change the default

parameters. The current default value is listed in table 1 for reference.

Item Subltem Default Value
CPU Number of virtual socket 1
Number of cores per socket 2
Memory Memory size 4GB
Video card | Number of displays 1
Total video memory 4 MB
SCsi SCSI controller type LSl logic parallel
controller

vmware: vSphere Web Client #® @

«vCenter | '® X | {yCrystal21.032 | Actions ~
| B l ] = | Q Getting Started | sun {5 Actions - Crystal2.1.0.32 fed Objects
v [ localhost i @ Open Console 3
v [z Datacenter
4
v ] testHA Shut Down Guest 0S o (32-bi)

|=| 10.0.6.62 and later (VM version 8)
" Ab.0L
= , not installed
@.10.0.6.64 &, Migrate. Ing, not installe

&5, Crystal2.1.0.32 >

isy Take Snapshot...

Launch Console i¥) Manage Snapshots...
28 Clone to Virtual Machine...

A\ Vidware Tools is 2 Clone to Template... e

p & Edit Seffings... .
~ VM Hardware 1) | ¥ VM Storage P«
» CPU Move To... VM Storage Polici¢

Rename... : i

» Memory G Assign Tag.. VM Storage Policy
» Hard disk 1 v;j( Remove Tag Last Checked Dat
» Network adapter Alarms »
» Networkadaptef ) yCenter Actions »

v Taas

Figure 20: Configure settings of a virtual machine

1. CPU:

The recommended configuration is 2 sockets (around 4.5 GHz is sufficient) for a recording
server of 64 channels, 128 channels liveviewing, and 16 channels playback. Please refer to the
white paper for the typical CPU utilization.

For users who intended to accommodate more recording channels, a new virtual machine is
suggested rather than tuning up the CPU numbers.

For a management and metadata server, the recommended configuration remains the same
due to the possible expansion of the future project.
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Hh Crystal2.1.0.32 - Edit Settings 2 M

Virtual Hardware | VM Options | SDRS Rules | vApp Options

~ [ cru (' ) .

Cores per Socket Sockets: 1

CPU Hot Plug

Reservation 0 - | | MHz -

Limit Unlimited - | | MHz -

Shares

Minimum: 0 MHz
CPUID Mask

Maximum: 20042 MHz
Hardware virtualizz Unlimited: Unlimited (i ]
Performance counters

HT Sharing Any -

Scheduling Affinity Hyperhreading Status:  Inactive

Figure 21: Configure CPU resource of a virtual machine

2. Memory:
Follow a similar path as CPU configuration to configure RAM. 8 GB is recommended for 64
channels recording server, management server and metadataserver.

Virtual Storage:

For each virtual machine, single default storage in VMDK embedded in the OVF/OVA image,

which is for NUUO Crystal™ VM application. If this application is intended to be configured

as a recording server or metadata server, an additional storage is required which can be either

an external or internal storage. Note that external storage is required by VMware for any of

the failover functionalities, including (but not limited to) vMotion, HA, HA Monitoring, and

FT.

1. External Storage:

IP (Internal protocol) and FC (fiber channel) SAN (storage area network) is recommended for

NUUO Crystal™ VM. IP SAN is based on iSCSI protocol and is normally suggested when

the storing bandwidth reaches around 1Gbps (bits per second) for its cost-effectiveness. FC

SAN is based on fiber and is suggested when the storaging bandwidth is more than 2Gbps for

its robust performance.

VMware supports two storage formats, including RDM (Raw device mapping) and VMDK

(Virtual machine disk). NUUO recommends RDM over VMDK according to our test. Please

follow these few steps to complete RDM settings for your video storage:

(1) Configure LUNs (logical unit number) at external storage by following storage’s user
manual.

(2) Configure network configuration at external storage. Note that total channel bandwidth

13



must be able to accommodate total recording throughput. Please use NUUO’s calculator®
for estimating the throughput for planning. The true throughput can be checked using
NuClient’s device overviewcapability.
(3) Connect to IP-SAN : There are two different ways to connect between server and external
IP-SAN storage.
a. Connect through NUUO’s Web Client: Using iSCSI initiator to connect to iSCSI target.
This connection requires no RDM mapping at VMware.

NUUO Crystal™ iSCSI Initiator
4oL SRR iSCSI1 Initiator
» RAID Management
% Target Portals

Address
N (3260

Address

ISCSI Initiator

10.0.6.70

\- Targets

Mame Status Operation

ign.1994-11.com.netgearnas-be-c0-c0:2e54act3:gr... Inactive Log On
ign.1994-11.com.netgearnas-b6-c0-c0:2e54ac3:gr... Inactive Log On
iqn.1994-11.com.netgearnas-b6-c0-c0:Z2e54ac13:gr... Inactive Log On
iqn.1994-11.com.netgear.nas-b6-c0-c0:6165afcc:gr... Inactive Log On
iqn.1994-11 com netgearnas-bf-c0-c0:6165afccgr Inactive Log On

iqn.1994-11.com.netgearnas-b6-c0-c0:6165afcc.gr.. Inactive Log On

inn 1004.11 ram natnaarnac hRoANoAN-747RAON D A I A ~ivan [EE T

Figure22: iSCSI initiator interface at NUUO Web

b. Connect through VMware’s Storage adapter: VMware supports iSCSI HBA initiator,
software iSCSI initiator, and hardware assisted initiators®. iISCSI HBA is
recommended for its capability of offloading CPU utilization and high reliability.
Figure 23 shows the location in vSphere Web Client where you can add an IP-SAN
storage.

2 http://www.nuuo.com/calculator/#
% http://vinfrastructure.it/vdesign/vstorage-software-vs-hardware-iscsi/
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vmware* vSphere Web Client #® @

LI root@localos ~ | Help

1 "4 vCenter [»® x| [110.0634 | Actions v | =
L] ‘ ] 8 Q Getting Started  Summary  Monitor ‘ Manage ‘ Related Objects
| v (3 localhost
vDatacenter ‘ Settings ‘ Networking |Storage | Alarm Definitions ‘ Tags | Permissions ‘
~ @ Cluster

100634 « Storage Adapters

B g P 7 E | [y~

(Q Filter -
Storage Devices = —— =
Adapter Type Status Identifier
f .
Host Cache Configuration vmhba32 iSCsI Unbound bnx2i-fc15040c8fad(ign.1998-01.com.vmware:localf ::
vmhba33 iscsl Online bnx2i-fc15b40c8fac(ign.1998-01.com.vmware:localr
1SP2532-based 8Gb Fibre Channel to PCI Express HBA
vmhba2 Fibre Cha..  Online 50:01:43:80:24:2a:b3:e1 50:01:43:80:24:2a:b3:20
vmhba3 Fibre Cha.. Online 50:01:43:80:24:2a:03:e3 50:01:43:80:24:23:03.22 ~
« i 0
Adapter Details
Properties Devices Paths ‘ Targets l Network Port Binding  Advanced Options
( Dynamicbiscovery | static Discovery |
Add... Remaove Authentication Advanced

iSCS| server

10.0.6.70:3260

Figure23: VMware IP-SAN interface of iSCSI HBA

(4) Connect to FC-SAN: Once the host equips with a fiber channel HBA card, supported by
VMware, vSphere Web Client can be used to check the LUN created at FC-SAN.

vmware: vSphere Web Client #® @

U | root@localos ~ | Hel

4 vCenter [»® x| [10.06.34 | Actions ~ |=

‘I P | 8@ 8 @ Getting Started  Summary  Monitor | Manage | Related Objects

| v (3 localhost

[l Datacenter [ settings | Networking ’Storage | Atarm Definitions | Tags | Permissions |
~ [ Cluster
«“ Storage Adapters

| Stinge Devices Adapter Type Status Identifier »

' Hosttathe conniguitaion vmhba32 iscs Unbound  brx2i-fc15040c8fa8(ign. 1998-01.comymware-localr -
vmhba33 iSCsl Online bnx2i-fc15b40c8fac(ign.1998-01.com.vmware:localk
1SP2532-based 8Gb Fibre Channel to PCl Express HBA
vmhba2 Fibre Cha... = Online 50:01:43:80:24:23:03:e1 50:01:43:80:24:23:63:e0
vmhba3 Fibre Cha..  Online 50:01:43:80:24:2a:03:03 50:01:43:80:24:2a:03:82 ~

Adapter Details

Properties ‘ Devices ‘ Paths

“

B~ ([aF )
Name Type Capacity Hardware A e

HP Fibre Channel Disk (naa.60...  disk 1.64TB Deador.. Supported Nont &
HP Fib hannel Disk (naa.60 S -~ SRR e It Non
bre Channel Disk (naa.6i HP Fibre Channel Disk pported on

HP Fibre Channel Disk (naa.60 (naa.600c0ff0001a13bb6de0c35301000000) pported Norr

Figure 24: VMware storage adapter interface of FC-SAN

(5) Add RDM disk into virtual machine:

a. Browse the virtual machine deployed from OVF image using vSphere Web Client.
b. Goto " Action ; Tab and click " Edit Settings |

c. Under " New Device ; Tab, click to add " RDM Disk ; as shown in figure 25. Note that
any RDM disk should be dedicated to one virtual machine.
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(3 Crystal21-1 - Edit Settings @3

‘Vi%ale_are VM Options | SDRS Rules ' vApp Options ]

» [ crPu (2 |~ @
» 3 Memory 3 New Hard Disk = | WB |v|
3 Existing Hard Disk b
» (2 Hard disk 1 = ROM Disk > | 68 [+]
» @& sCsicontrollero
» [ Network adapter 1 Network | v | ™ connect..
» [l Network adapter2 ————— [ + | ™ connect..
» @ CoDVDarve1 | © CDIDVD Drive | ]+) O conned
[= Floppy Drive —_
» [ Floppy drive 1 A | +] [ connect
» [H] video card BB serial Port s [~
» & VNICI device [=Y Parallel Port
= )
» Other Devices HostUSB Device
USB Controller
» Upgrade itibility Upgrade...
SCSI Device
& PCl Device
SCSI Controller
New device: [ Select I'I
Compatibility: ESXi 5.0 and later (VM version 8) | oK

| Cancel

Figure 25: Add new RDM disk into a virtual machine

2. Internal Storage: Normally, local diskettes and DAS (direct attached storage) are both
considered as internal storage. In order to provide the best recording performance,
passthrough RDM (Raw device mapping) is highly recommended. The following
instruction can assist setting up a local passthrough RDM.

(1) Connect to VMware host: Use ssh tool (e.g. Putty) to connect to VMware host which
has local harddiskettes for recording.

(2) Use vmkfstools —z commands, provided by VMware to create a passthrough RDM
device. It is recommended to place the resulting vmdk file under the datastore folder
under vmfs path (e.g. /vmfs/volumes/your_datastore_name).

(3) Login to vSphere client and find the corresponding VMware host.

(4) Select the virtual machine you wish to add the recording storage from the list.
(5) Go toVMware Hardware setting and click " Edit ; .

(6) Select " Existing Hard Disk ; from the bottom of the page and click " Add ; button.
(7) Browse to the folder which contains the newly created vmdk file as shown below.

16



Figure 26: Using vSphere Web Client to add new internal storage

Virtual Network:

Select File

Datastores

= datastore1 (2) =

» [].sdd.sf
» £ Titan_dev
» [ Crystal_dev_larry

» [Jimmy_test_1

» Ejimmy_ubuntu_template

» CJJimmy_test2

» [Jimmy_test1
» [ vSphere-HA

» £ Crystal_dev_yipo

» £ Crystal_dev_yipo_1
» £ Crystal (2)
» [JNew Virtual Machine

» 1 Crystal_dev_temp

v

Contents

[ Crystal (2)

£ New Virtual Machine
£ Crystal_dev_temp
[ Crystal2.0.4_ori

£ Crystal2.1.0.24_1
[ Crystal2.0.4_1

[J vCenter_template
E3 Crystal2.1.0

[ Crystal2.1.0_temp
£ Crystal2.1.0.32

£ Crystal2.1.0.32_test2
3 Crystal_dev_special
&5 Crystalvmdk

&3 Crystal_orivmdk
&5 test_volume.vmdk

File Type: \ Compatible Virtual Disks(* vmdk, *.dsk, *.raw)

Information
Name:
Size:
Modified:

Conceptually, VMware host provides virtual switches to accommodate network port
requirements from all virtual machines. Each virtual switch requires connections to at least 1

physical network adapters.

‘ Settings INeMorkihg ] Storage ]Alarm Definitions lTags | Permissions ‘

«“
Virtual switches

VMkernel adapters

Virtual switches

e Em=2/ X0

Switch
Physical adapters ﬁ vSwitch0
TCPI/IP configuration b
havanted Standard switch: vSwitch0 (VM Network)
7 X
® VM Network e [
VLANID: —
¥ Virtual Machines (5)
VMware vCenter Server... b @H
Crusader PO
Crystal Build backup POHT
Crystal (5 1
ChurchDB POHT
—
® Management Network (i)
VLANID: —
¥ VMkernel Ports (1)

Discovered Issues

=N

¥ Physical Adapters

__[#8 vmnic1 1000 Full

Figure 27: Asample of vSwitch Interface

test_volume.vmdk
2737TB
7130/2014 11:22 ..

Cancel |

The virtual machine, created by NUUO Crystal™ VM’s image, comes with two network ports.
The two network ports are intended to be used as:
1. Administrating network (Client): This port is for client viewing and configuration.
2. Surveillance network (Cameras): This port is to isolate camera traffic to the server.
In addition to the two network ports, it is highly recommended to segregate its traffic to
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secure iSCSI’s performance”.

To serve the purpose above, three virtual switches with individual physical adapter are
recommended, as shown in figure 28(upper). If not available, VLAN is a possible alternative
as shown in figure 28(lower).

_j- Client_NET

Camera_NET

V8witch0

NUUO Crystal™
VM

VSwitch1

Switch (1/10G)
—  Storage_NET =

VSwitch2
J— Client_NET = VLAN_01 \ NICO VLAN_01 1
VLAN_02 i
NUUO Crystal™ VSﬂC“O m
V"' Camera_NET VLAN_02
SwitchJ1/10G)
Storage_NET NICA
VSwitch1

Figure 28 (Upper): Recommended network configuration, (Lower)

Network configuration when only two available physical adaptors
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NUUO Crystal™ VM Service Configuration
Once the Virtual machine is deployed and started, NUUO Crystal™ VM Services are opened

for configuration. Figure 29 shows a step-by-step configuration flow. Please refer to
I Crystal_user_manual.pdf ; which you can found inside NuClient installation package.

Network Setting Service Setting Disk Setting IPCam/ User/ Permission
Console Page # NUUO Crystal™ Installation Wizard | Web Client i Setting
NUUO Crystal™ Installation Wizard Config Tab in NuClient

Figure 29: Configuration Flow of a NUUO Crystal™ Service

Network Setting:

Unlike some network equipment (e.g. routers) whose ip address is pre-configured, NUUO

crystal’s network service is configured to obtain IP address automatic using Dynamic Host

Configuration Protocol (DHCP) by default. The first task is to identify the server’s IPaddress.

There are two methods to discover this information

1. Console Page at Local Display: Server’s IP address can be displayed and configured
through server’s local display. In VMware web client, click " Launch Console ; toobserve

the console page.

vmware* vSphere Web Client # @ U | root@localos ~ | Help ~

4 vCenter T X | (G Crystal21.0.32 | Actions ~ =
L] @ 8 e Getting Started | Summary | Monitor Manage Related Objects
v [l localhost ) P - - -
0 rystal2.1.0.32 CPU USAGE
[l7 Datacenter d .-
vmqﬁ. — Guest 0S Other Linux (32-bit G 154.00 MHz
v A
o F‘ 10.06.62 Compatibility: ESXi 5.0 and later (VM version 8 - MEMORY USAGE
\ 0.0
f _ “ VMware Tools: Not running, not installed 40.00 MB
@R 10.06.64 ORAGE (iSA
= oA DNS Name: f 1 STORAGE USAGE
{5 Mmfsholumes/5306756 P hiidessss: =] 400 TB
& vmfsiolumes/53b6756 Host 10.0.6.62
e e | TSR A &
A\ Vidware Tools is notinstalled on this virtual machine Install VMware Tools
¥ VM Hardware O | » VM Storage Policies [m}
» CPU 2 CPU(s), 185 MHz used VM Storage Policies
» Memory U 4096 MB, 40 MB used VM Storage Policy Compliance

Figure 30: Network adaptor information can be checked from the console page

After Console page presents, please login with "admin ; as username and presetted

password (default: admin).

Download Client Integration Plugin | S¢

System Integrator Information

System Integrator, Login

Username:

i
Password: (00000 |

Manufacturer Information [ togin | [ cancel
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Figure 31: Console page requires system integrator’s login to configure the network information

Click " Network Information ; and you are able to configure the IP address manually or
automatically with a DHCP service.

Download Client Integration Plugin

Network Information ][ System Integrator Information ]

- Network Information ‘ Parameters IValue

- ethl Internet Protocol: Specify an IP address
* Revision Log

IP Address: 10.0.10.70
Subnet Mask: 255.255.255.0
Default Gateway IP Address: 10.0.0.3
Primary DNS: 10.0.0.3
Secondary DNS:

MAC Address: 00:50:56:A9:CE:05

#Notice: Ctrl + Alt to unlock mouse on console page.

Figure 32: Page to modify network information

NUUO Crystal™ Installation Wizard: This wizard is included in NuClient installation
package which supports broadcasting mechanism to discover server’s ip address
automatically. It is a convenient tool to manage multiple VMs (servers) within the LAN
(local area network). However, if your network is complicated (e.g. VLAN) and may
block broadcast packets, this method would fail. If you fail to detect your desired server,
please use " Console page at Local Display ; as described previously.

Installation Wizard - Crystal_Titan (172.16.1.125) X

NUUO Crystal Installation Wizard
® D @ B O

Network

Server name: |CrystaI_Titan
Web port: |80
Network service:
* Obtain network setting from external DHCP server.

Manually configure network setting

Figure 33: Network setup page in NUUO Crystal™ Installation Wizard
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Service Setting

NUUO Crystal™ VM contains three services for user to choose from, including management,
recording, and metadata. NUUO Crystal™ Installation wizard, included in NuClient
installation package, can assist choosing the services. Figure 34 demonstrates if the
management service should be enabled in this NVR. Figure 35 shows if recording and
metadata services should both be opened and its corresponding port.

Installation Wizard - Crystal_Titan (172.16.1.125) X

NUUO Crystal Installation Wizard

B B ©

Management Server

* Enable Management Server
Login remote Management Server
Management Server IP/ domain name: |12740.0‘1
Management Server command port: [5250
Management Server username: Iadmin

Management Server password: |n...

Figure 34: A config page to enable management service
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Installation Wizard - CT-4000 (192.168.1.59) K

NUUO Crystal Installation Wizard

B O

LANA WAN

Metadata Server/ Recording Server Service Setting

IP address 192.168.1.59 220.132.124 68
Sireaming port 5251 9208

Sireaming port 5252 9209

Figure 35: A config page to enable recording and metadata services

Disk Setting:
In " Virtual storage ; section, we mentioned adding recording disks with both external and

internal storages. The added disks would appear in our Web page as one of the raw disk.

This page provides RAID functionalities, including create, status monitoring, modify, delete,

and format.

1. Creation: RAID 0, 1, 5, and 10, is supported. One or many raw disks can be selected into
a RAID. Each RAID is defined as a volume, which is further used in ConfigClient. Note
that a volume is still needed to be created even if a RAID has been configured by the
config Ul of the external storage. For such a case, one disk (created as a RAID in external
storage) is directly assigned to one volume.

RAID Managemeiit

Create

U ORADO ®RAD1 RADS5 RAD 10

[Coisk 1
[JDisk2

Assign Disk(s)

Create

Figure 36: Config page to add disks into a RAID group
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Status monitoring: This page shows the status of a single RAID. Table 2 shows the

meaning of each tag in the status column when a volume is selected in the list column.
Table 3 shows the meaning of each tag in the status column when a disk is selected in the

list column.

nuuo"

CT-4000(R)
~+ HAID & File System
» RAID Management

RAID Management

RAID Status

« RAID Status

= Yolumes RAID Name RNeREIVISS]

— VOLUME1
Digk 1
Disk2

Recovery Progiess |:

Figure 37: RAID status monitoring page

Name Meaning Action
RAID Name Name of the volume N/A
RAID Level Level of RAID N/A
RAID Status Functional: Under normal operation. N/A
Critical: Video data is in place and the recording can be continued. Call SI for service
Offline/ File System Error: Video data cannot be accessed and the Call SI immediately
recording cannot continue.
Free Capacity | Free space of the volume N/A
Used Capacity | Used space of the volume N/A
Usage Percentage of the volume usage N/A
Update Time | The time when volume is updated or created N/A
Total Devices | Number of disks in the volume, including active, failed, and spared N/A
ones
Active Devices | Number of active disks N/A
Failed Devices | Number of failed disks N/A
Spare Devices | Numer of spared devices N/A
Format Formating progress of the volume (when disk formatting) N/A
Progress
Recovery Recovering progress of the volume (when disk swapping) N/A
progress

Table 2: Volume Status Monitoring
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Name Meaning

Vendor Manufacturer of the disk
Model Model number of the disk
Capacity Total capacity of the disk
Firmware Firmware version of the disk
Serial No. Serial number of the disk
SMART Support Enabled/Disabled

Note: S.M.A.R.T (self-monitoring analysis and reporting technology) is a disk
self-monitoring mechanism, supported by disk manufacturer, which usesseveral

indicators to measure disk reliability.

RAID status The status of RAID where this disk belongs to

Table 3: Disk Status Monitoring

3. Modify: When a disk is failed and pending to be replaced, RAID 1, 5, and 10 can protect
the data from losing with its redundancy information. Different RAID level has different
error recovery capability”.
If installer is replacing a failing or failed disk, using the" Modify jtab can safely unplug the
running HDD. It is similar to " safely remove disk ; function, known in Windows software.
Its usage is simple:
(1) Select the failing/failed disk
(2) Click " Remove ; button to remove the selected disk.
(3) Insert the new disk physically.

4. Delete: This tab is used to delete a selected volume.

5. Format: This tab is used to format the selected volume.

IP Camera/ User Account/ User Prvilege and Permission Setting:

Once all the services and disks are ready, the Config Tab in NuClient is the last stop to
configure all the surveillance related data, including IP camera, user account, and user
privilege and permission. Some detailed settings (e.g. recording schedule, panoramic
viewing...etc) are also available in the config Tab. The information of using config tab in
NuClient can be found at " NUUO Crystal User Manual ; located at NuClient installation
folder.

% http://en.wikipedia.org/wiki/RAID
24



http://en.wikipedia.org/wiki/RAID

